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Abstract—In this paper, the short-term load forecast by use of autoregressive moving average (ARMA) model including non-Gaussian process considerations is proposed. In the proposed method, the concept of cumulant and bispectrum are embedded into the ARMA model in order to facilitate Gaussian and non-Gaussian process. With embodiment of a Gaussianity verification procedure, the forecasted model is identified more appropriately. Therefore, the performance of ARMA model is better ensured, improving the load forecast accuracy significantly. The proposed method has been applied on a practical system and the results are compared with other published techniques.

Index Terms—Bispectrum, cumulant, non-Gaussian process, short-term load forecast.

I. INTRODUCTION

SHORT-TERM load forecast is aimed at predicting system load over a short time interval. It plays an important role in the operation of power system, where several controls such as energy transactions, security analysis, economic dispatch, hydro-thermal coordination, load management, and generator maintenance scheduling have all benefited [1], [2]. Several methods for the load forecast modeling have been reported in the last decades [3]–[7]. These techniques can be largely classified into regression techniques [8]–[11] and time series approaches [12]–[16]. In regression techniques, linear or piecewise-linear representations are adopted as the primary forecasting functions, where functional relationships between weather variables and electric loads were prudently investigated. This method was tested feasible, but short of handling nonstationary temporal cases. In time series approach, one treated load demands as time series signals and predicted load demands using different time series analysis techniques. The results of using such approaches were satisfactory; however, inherent numerical instability may affect the computational performance.

Among different time series methods, one of most often used procedures is autoregressive moving average (ARMA) model [17]. In the implementation of such a model, the operation of difference is employed first such that the stationary time series can be formed. Then, by use of the autocorrelation function (ACF) and partial autocorrelation function (PACF), the preliminary order identification of a model is confirmed. This can be followed by the application of maximum likelihood or weighted least-squares methods for parameter estimation [18]. It is also worth noting here that the formulation of the above model is based on Gaussian process, yet the short-term load forecast problem, in general, might not completely adhere to this Gaussianity assumption. This is attributed to several factors that may affect the load profiles, including seasonal variation, government policy, customer behavior, and natural disasters. Problems like how to distinguish Gaussianity or which method would be more suitable to formulate the load forecast under non-Gaussian situation are, therefore, worth further investigation.

Determination of Gaussianity in a random process has been deemed crucially important in several engineering applications [19], [20]. In non-Gaussian process identification, the computed cumulants can be used as important information. This is because cumulants are generally asymmetric functions of their arguments, as such carry phase information about the ARMA transfer function. Therefore, cumulant statistics are capable of determining the order of ARMA model [21], [22]. In addition, when the ARMA process is corrupted by Gaussian noise of unknown covariance function, they are also considered suitable for the order determination. Besides the cumulant information, the bispectrum is also useful for the analysis of time series data. The bispectrum is the Fourier transform of the cumulant. The calculated value of bispectrum serves as a useful index to validate the Gaussianity of time series [23], [24]. In other words, for load forecast applications, a sample bispectrum can be used to construct a statistics in order to test whether the bispectrum of load data equals nonzero. A rejection of the null hypothesis implies a rejection of the hypothesis that load data is Gaussian.

In this paper, after the input of historical data, the load data becomes stationary one through the difference operation. Then, the Gaussian test is performed. Based on the Gaussian features of the load, a method can be accordingly chosen to identify the ARMA model. By use of such a method, the related information could be effectively extracted from the load data in order to achieve a higher forecast accuracy. Features of the proposed approach are threefold:

1) The method provides the engineers a more reliable way of predicting the load demand of a power system.
2) The approach is feasible to apply under various scenarios. It can be also developed as a didactic tool to help students be more acquainted with power system planning.
As the growth of load is increasingly significant in a developing country, the method may serve as a potential candidate and a useful reference to solve the load forecasting problems besides traditional approaches.

In this paper, Section II describes the paradigm of load forecast, Section III addresses the proposed method and computation procedures, Section IV gives the numerical study results, and Section V draws the conclusions.

II. PARADIGMS

For a stationary time series of load data, because the properties of historical and future data are mutually similar, the historical data can be used as the reference to formulate an adequate ARMA model. Then, if this stationary time series is Gaussian, it will be deemed a linear combination for autoregressive (AR) and moving average (MA) [17]. Fig. 1 depicts the identification process of this model, where the process can be largely divided into three steps, including system modeling, parameter estimation, and adequacy validation.

A. System Modeling

Consider a system load expressed as the following ARMA form:

$$\phi(B)y_t = \theta(B)\epsilon_t$$

where $y_t$ is the observed time series of load at time $t$, $\epsilon_t$ is the white noise at time $t$, and $B$ is the back-shift operator such that $B^0y_t = y_{t-1}$, $B^m y_t = y_{t-m}$. In the left-hand side of (1), $\phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p$, where $\phi_1, \ldots, \phi_p$ are parameters of the AR part, and $p$ is the AR order. For the right-hand side of (1), $\theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q$, where $\theta_1, \ldots, \theta_q$ are parameters of the MA part, and $q$ is the MA order. In the study, the information on the sample autocorrelation function and the sample partial autocorrelation function are used as references to conjecture the appropriate model order. This process heavily depends on the experiences of the users, yet repeated trials of different combinations of model order would be helpful to relieve the computation burden.

B. Parameter Estimation

Following the model formulation, the related parameters are required to estimate. This work can be done with the aid of the gradient-based method, where parameters are estimated in order to have zero gradient of mean squared sum of fitting errors to the historical load data. Note that the primary objective of this parameter estimation is to minimize the forecasting error; however, as the conventional process is only valid under the Gaussianity assumption, an investigation of another approach that is more suitable for non-Gaussian environment becomes indispensable.

C. Adequacy Validation

When the parameters of the model are well estimated, the adequacy of the model should be validated. Three items listed below are required to confirm in this procedure:

1) Estimated parameters are significantly different from zero.
2) Residuals are the realization of white noise process.
3) The fitted model is adequate.

After the confirmation of the above items, the formulated model is ready to perform the load forecast. Yet, if the model fails to pass these tests, then the aforementioned process should be repeated again until an adequate model is achieved.

III. PROPOSED METHOD

A. Non-Gaussian ARMA Model

Fig. 2 shows the block diagram of a non-Gaussian model. With a stationary and linear causal process $x_t$, the model can be described by the following difference equation:

$$\sum_{i=0}^{p} \phi_i x_{t-i} = \sum_{i=0}^{q} \theta_i \epsilon_{t-i}$$

(2)

where $\phi_i$ and $\theta_i$ are parameters, $p$ and $q$ are the order of model. By expressing the transfer function of the model in $z$ domain while the model is assumed free of pole-zero cancellations and exponentially stable, it can be formulated as below

$$H(z) = \sum_{i=0}^{\infty} h(i) z^{-i} = \frac{\sum_{i=0}^{q} \theta_i z^{-i}}{1 + \sum_{i=1}^{p} \phi_i z^{-i}} = \frac{\Theta(z)}{\Phi(z)}$$

(3)

Now, for identifying the time series with non-Gaussian process, a driving noise sequence $\epsilon_t$ is assumed to add in the ARMA model, which is a zero mean, stationary and Gaussian white noise sequence.
non-Gaussian independently identically distributed (i. i. d.) noise. The output signal $y_t$ becomes

$$y_t = x_t + v_t$$

(4)

where $v_t$ is a white Gaussian noise independent of input $a_t$, and hence, of output $x_t$. With this model, the cumulant and bispectrum used in the non-Gaussian process are described as follows.

**Cumulant:** The purpose of cumulant is to estimate the order and parameters of ARMA model. If a time series $y_t$ is zero-mean random variables, then the second, the third, and the fourth order cumulant of time series $y_t$ are individually defined as follows:

$$c_{2y}(m) = E\{y_{t+m}\}$$

(5)

$$c_{3y}(m,n) = E\{y_{t+m}y_{t+3n}\}$$

(6)

$$c_{4y}(m,n,l) = E\{y_{t+m}y_{t+3n}y_{t+l}\} - c_{2y}(m)c_{2y}(n-l) - c_{2y}(n)c_{2y}(l-m) - c_{2y}(l)c_{2y}(m-n),$$

(7)

The second order cumulant is called the autocorrelation of $y_t$. As the cumulant of higher than second-order found in a Gaussian process is identical to zero, the following expression can be inferred:

$$c_{3y}(m,n) = c_{3x}(m,n).$$

(8)

In (8), it informs that the cumulant of the third, the fourth, or the higher order is insensitive to the additive Gaussian noise of unknown covariance function. This property can be thus used to distinguish the Gaussian process from the non-Gaussian one.

**Bispectrum:** The bispectrum $B_y(\omega_1,\omega_2)$ is a two-dimensional (2-D) Fourier transforms of the third-order cumulant obtained from the time series $y_t$ [22], helping investigate the characteristic of time series. It can be defined as follows:

$$B_y(\omega_1,\omega_2) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} c_{3y}(m,n) \exp[-i(\omega_1 m + \omega_2 n)]$$

(9)

where $0 \leq \omega_1 \leq \pi, 0 \leq \omega_2 \leq \pi, 2\omega_1 + \omega_2 \leq 2\pi$. One important property here is that the value of calculated bispectrum becomes identically zero whenever the stationary zero-mean time series is Gaussian.

**B. Modeling Process**

Fig. 3 presents the computation procedure of the proposed method, where two Gaussian tests are included. The first Gaussian test is employed before the identification of AR model, while the second one is used before the identification of MA model. Results of these Gaussian tests serve as the basis for the selection of a suitable method to identify the ARMA model. Important blocks of the algorithm are described as follows:

**Step 1: Load Data Conversion:** Historical load points are first collected to be the set of time series data. As this time series may not conform to the stationary features, the difference operation is first applied to remove the seasonal effect for obtaining a zero mean stationary time series.

**Step 2: Gaussianity Test:** The Gaussianity test is then performed for the formulated stationary time series. If this data series follows a Gaussian process, then the second-order statistics shown in the block of Fig. 3 will be applied to estimate the ARMA model; otherwise, the AR model building block will be activated for the non-Gaussian process. This can be also inspected from the viewpoint of cumulant and bispectrum. It is known that with the Gaussian input $a_t$, it will result in the Gaussian output. However, once $a_t$ is not a Gaussian signal, then the output $y_t$ will become non-Gaussian with the third order nonzero cumulant $c_{3y}(m,n)$ existed for different values of $m$ and $n$, implying that the value of bispectrum is nonzero [25].

To implement this step, the null hypothesis was assumed. The confidence level of the chi-square random variable of the indicated degrees of freedom is computed. If the confidence level value is larger than 0.05 (namely, it is risky to accept the alternative hypothesis), then the null hypothesis is accepted. Otherwise, the alternative hypothesis is accepted.

**Step 3: AR Model Estimation:** At this step, if the time series is reckoned as non-Gaussian through the above test, then the AR model estimation is performed [26]. First, by computing the third-order cumulant at both sides of (2) with the assumption of the maximum order of AR and MA to be $\bar{p}$ and $\bar{q}$, a recursive form is expressed as follows:

$$c_{3y}(m,n) + \sum_{i=1}^{\bar{p}} \phi_i c_{3y}(m-i,n) = \left\{ \begin{array}{ll}
0; & m > \bar{q} \\
\neq 0; & m \leq \bar{q}
\end{array} \right.$$  

(10)
With the collection of the set of $\vec{p} + \vec{q} + 1$ slices that correspond to $m = \vec{q} + 1, \ldots, \vec{q} + \vec{p}$, $n = -\vec{p}, \ldots, \vec{q}$, the following matrix of the third-order cumulants is formulated:

$$C = \begin{bmatrix}
c_{3y}(\vec{q} + 1, -\vec{p}) & \cdots & c_{3y}(\vec{q} + \vec{p}, -\vec{p}) \\
\vdots & \ddots & \vdots \\
c_{3y}(\vec{q} + \vec{p}, \vec{q}) & \cdots & c_{3y}(\vec{q} + 2\vec{p} - 1, -\vec{p}) \\
c_{3y}(\vec{q} + \vec{p}, \vec{q}) & \cdots & c_{3y}(\vec{q} + 1, -\vec{p}) \\
\vdots & \ddots & \vdots \\
c_{3y}(\vec{q} + 2\vec{p} - 1, \vec{q}) & \cdots & c_{3y}(\vec{q} + 1, -\vec{p})
\end{bmatrix}. \quad (11)
$$

Note that as the AR order equals the number of nonzero singular values of $C$, the order of AR model is $p$. At this time, if we also collect the fixed set of $p + 1$ slices corresponding to $m = -\vec{p}, \ldots, \vec{q} + p$, $n = -\vec{p}, \ldots, \vec{q}$, then the following matrix equation can be derived:

$$A_1X_1 = -B_1 \quad (12)$$

where $X_1 = [\phi_{p, p}, \phi_{p, p-1}, \ldots, \phi_{q}]^T$, $B_1 = [c_{3y}(\vec{q} + 1, -\vec{p}) \ldots c_{3y}(\vec{q} + \vec{p}, -\vec{p})]^T$, and the structure of $A_1$ derived from (10) is shown below

$$A_1 = \begin{bmatrix}
c_{3y}(\vec{q} + 1, \vec{p}, -\vec{p}) & \cdots & c_{3y}(\vec{q} + \vec{p}, -\vec{p}) \\
\vdots & \ddots & \vdots \\
c_{3y}(\vec{q} + \vec{p}, \vec{q} + \vec{p}) & \cdots & c_{3y}(\vec{q} + \vec{p} - 1, -\vec{p}) \\
c_{3y}(\vec{q} + \vec{p}, \vec{q}) & \cdots & c_{3y}(\vec{q} + \vec{p} - 1, -\vec{p}) \\
\vdots & \ddots & \vdots \\
c_{3y}(\vec{q} + \vec{p}, \vec{q}) & \cdots & c_{3y}(\vec{q} + \vec{p} - 1, -\vec{p})
\end{bmatrix}. \quad (13)
$$

The least-square solution of (12) yields the coefficients of AR as shown below

$$\hat{X}_1 = (A_1^T A_1)^{-1} A_1^T B_1. \quad (14)
$$

**Step 4: Formulation of Residual Time Series:** At this step, the process of residual time series with the AR polynomial constructed from the estimated parameters is written as follows:

$$\tilde{y}_t = y_t + \left(\sum_{i=1}^{p} \phi_i \tilde{y}_{t-i}\right) \quad (15)$$

where $\tilde{y}_t$ is the residual time series obtained without the AR part. The Gaussian test shown in step 2 can be employed to check the residual time series. If the residual time series is Gaussian, then the second order statistics can be applied to estimate the MA model; otherwise, the following step 5 will be activated.

**Step 5: MA Model Estimation:** In this step, the MA order determination is performed. When the model is purely MA and $\tilde{y}_t$ is just the output $y_t$, then by denoting $c_{3y}(m, n)$ the third-order cumulant of $\tilde{y}_t$, the following equation can be obtained

$$\hat{c}_{3y}(q, 0) \neq 0, \quad \hat{c}_{3y}(q + 1, 0) = 0. \quad (16)$$

In (16), $q$ can be identified as the lag of the last nonzero cumulant sample [27]–[29]. The merit of this cumulant-based order determination is its immunity of cumulants to additive Gaussian noise of unknown covariance. Now, in the MA model approach, a closed form solution for the nonminimum $\theta_i$ phase form, $r(m)$ and $c(m)$ is also formulated

$$r(m) + \sum_{i=1}^{q} \theta_i c(m - i) = \epsilon \left[ c(m) + \sum_{i=1}^{q} \theta_i c(m - i) \right] \quad (17)$$

where

$$r(m) = E\{y_m \tilde{y}_{m+k}\} \quad (18)$$

$$c(m) = E\{\tilde{y}_m \tilde{y}_{m+k}\}. \quad (19)$$

By substituting $m = -q, \ldots, 0, \ldots, q$ into (16) with the arrangement of (17), a matrix equation can be inferred

$$A_2X_2 = B_2 \quad (20)$$

where

$$X_2 = [\epsilon_1 \theta_1, \ldots, \epsilon_p \theta_1, \epsilon_1 \theta_2, \ldots, \epsilon_p \theta_2]^T,$$

$$B_2 = [r(q), r(q-1), \ldots, r(1), r(0), r(1), \ldots, r(q), 0, \ldots, 0]^T,$$

and the structure of $A_2$ is deduced from (16) as in AR case. The least-squared solution of this over-determined system of equations is therefore expressed as follows:

$$X_2 = (A_2^T A_2)^{-1} A_2^T B_2. \quad (21)$$

**Step 6: Adequacy Validation:** With the ARMA model formulated through collected load data, the adequacy validation methods can be applied to check the adequacy for the application considered. While the answer is yes, the future load can be therefore predicted; otherwise the aforementioned procedures will be repeated in order to find a better-fitted model.

**IV. Numerical Study**

The performance of the proposed method has been validated on one-week ahead and one-day ahead load forecast through the load data provided by Taipower Company. The method was implemented by Microsoft Visual C++ language performed on a Pentium-IV 1.2-GHz computer. Fig. 4 illustrates the hourly load curves of March 15–27, 1999. In the figure, the load behavior of weekdays (Monday through Friday) is seen mutually similar, while that of Saturday and Sunday are significantly different. The reason for this pattern difference is that in year of 1999 in Taiwan, based on Government regulations, Saturdays are only off every two weeks; therefore, it caused the difference of load patterns between Saturdays and Sundays. In other words, the load patterns of Taipower can be categorized into three groups: weekdays, Saturdays, and Sundays.

In the study, three cases provided by Taipower are employed to investigate the performance of the proposed model. Case 1 is to forecast one-week ahead of weekdays, case 2 is to perform one-day ahead forecast of weekends including load singularity considerations, and case 3 is to investigate one-day ahead forecast among different load types. All cases use 1200 historical
load data for the forecast work. Table I tabulates the recorded period and the predicted period, where two scenarios are included. All of the results are summarized and presented in terms of their average and maximum value of forecast errors.

**Case 1: One-Week Ahead Forecast of Weekdays:** In this case, the load data ranging from January 25 to January 29 is the primary concern in this forecast. Following the difference operation, the post-processed load data (from November 5, 1998 to January 22, 1999) was employed for the Gaussian test. The confidence level of the first Gaussian test is 0.01. As this value is smaller than 0.05, the null hypothesis was rejected. This also means that the time series exhibit non-Gaussian characters; hence, the non-Gaussian process would be applied to estimate the AR model, informing that the weekdays load data in Taiwan tends to be non-Gaussian.

Now, as the non-Gaussian process proceeds, the order of AR model is computed to be 1, and the coefficient is $0.934$. Following the removal of AR part, the residual time series is formulated. This is followed by a Gaussian test, where the resultant confidence level is found near one, indicating that the residual time series is Gaussian. The MA model of this time series can be estimated via the second order statistics, where the order of MA model is thus computed to be 24 and the corresponding coefficient is $0.755$.

Fig. 5 delineates the relative error obtained by the proposed approach and the traditional method. In the figure, the relative error is defined as below

$$\text{relative error}(\%) = \left| \frac{\text{Forecast Load} - \text{Actual Load}}{\text{Actual Load}} \right|.$$

(22)

For both scenarios in the figure, the proposed method exhibits a significantly improved forecast accuracy over the traditional ARMA model. For scenario 1 and 2, the averaged relative error of the proposed method are 1.37% and 1.57%, while that of the other method are 3.22% and 4.62%, respectively. The forecast of daily peak is also investigated in this study, where Tables II and III summarize these results. By observing these tables, the largest percentage peak error of scenario 1 was seen happened on Tuesday, January 26, 1999, while that of scenario 2 was on February 2, 1999. The average peak error of scenario 1 and 2 are 0.53% and 1.64%, respectively.

**Case 2: One-Day Ahead Forecast of Saturday and Sunday With Load Singularity Included:** This case is to examine the influence of drastic load variations on the predicted model. Fig. 6 shows the set of 1200 hourly load data consisting of 600 historical and 24 forecasting hourly loads, ranging from September 2 to October 12 except holidays. During this time interval, there is an earthquake that took place on September 21, 1999. The U.S. Geological Survey’s National Earthquake Information Center recorded this earthquake at the Richter scale of 7.6. The quake caused power outages almost island-wide. Since this event drastically changed the trend of load data, the performance of load forecast was largely affected.

Table IV shows the forecast results of four days using Gaussian test. It is found that the critical value of September 5 before the earthquake is 27.6134 as well as the confidence
Fig. 6. Historical data recorded from September 18 to November 6, 1999.

TABLE IV
GAUSSIAN TEST OF CASE 2

<table>
<thead>
<tr>
<th>Forecasting day</th>
<th>Critical value</th>
<th>Confidence level</th>
</tr>
</thead>
<tbody>
<tr>
<td>September. 4</td>
<td>59,0971</td>
<td>0.0176</td>
</tr>
<tr>
<td>(Saturday)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September. 5</td>
<td>27,6134</td>
<td>0.8409</td>
</tr>
<tr>
<td>(Sunday)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October. 16</td>
<td>517.891</td>
<td>Near 0</td>
</tr>
<tr>
<td>(Saturday)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October. 17</td>
<td>533.321</td>
<td>Near 0</td>
</tr>
</tbody>
</table>

TABLE V
ONE-DAY-AHEAD HOURLY FORECAST FROM THE PROPOSED METHOD AND OTHER METHODS (OCTOBER 17, 1999)

<table>
<thead>
<tr>
<th>Hour</th>
<th>Actual (MW)</th>
<th>ARMA Method (MW)</th>
<th>Error (%)</th>
<th>ANN Method (MW)</th>
<th>Error (%)</th>
<th>Proposed Method (MW)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14258</td>
<td>15042</td>
<td>5.50</td>
<td>144710</td>
<td>1.49</td>
<td>14912</td>
<td>4.59</td>
</tr>
<tr>
<td>2</td>
<td>13709</td>
<td>13610</td>
<td>0.72</td>
<td>144680</td>
<td>5.49</td>
<td>13628</td>
<td>0.59</td>
</tr>
<tr>
<td>3</td>
<td>13276</td>
<td>13284</td>
<td>0.07</td>
<td>130420</td>
<td>0.96</td>
<td>13293</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>12913</td>
<td>12873</td>
<td>0.32</td>
<td>131220</td>
<td>1.62</td>
<td>12891</td>
<td>0.17</td>
</tr>
<tr>
<td>5</td>
<td>12719</td>
<td>12596</td>
<td>0.97</td>
<td>127910</td>
<td>0.56</td>
<td>12608</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>12689</td>
<td>12383</td>
<td>2.41</td>
<td>125760</td>
<td>0.87</td>
<td>12404</td>
<td>2.24</td>
</tr>
<tr>
<td>7</td>
<td>12411</td>
<td>12385</td>
<td>0.21</td>
<td>124390</td>
<td>0.24</td>
<td>12403</td>
<td>0.07</td>
</tr>
<tr>
<td>8</td>
<td>12424</td>
<td>12435</td>
<td>0.09</td>
<td>123880</td>
<td>0.30</td>
<td>12439</td>
<td>0.12</td>
</tr>
<tr>
<td>9</td>
<td>13044</td>
<td>12765</td>
<td>2.13</td>
<td>126880</td>
<td>2.72</td>
<td>12800</td>
<td>1.87</td>
</tr>
<tr>
<td>10</td>
<td>13667</td>
<td>13770</td>
<td>0.75</td>
<td>134940</td>
<td>1.27</td>
<td>13752</td>
<td>0.62</td>
</tr>
<tr>
<td>11</td>
<td>14183</td>
<td>14403</td>
<td>1.55</td>
<td>143420</td>
<td>1.12</td>
<td>14395</td>
<td>1.50</td>
</tr>
<tr>
<td>12</td>
<td>14295</td>
<td>14631</td>
<td>2.35</td>
<td>148800</td>
<td>4.09</td>
<td>14661</td>
<td>2.56</td>
</tr>
<tr>
<td>13</td>
<td>14036</td>
<td>14455</td>
<td>2.99</td>
<td>146310</td>
<td>4.24</td>
<td>14463</td>
<td>3.04</td>
</tr>
<tr>
<td>14</td>
<td>14138</td>
<td>14497</td>
<td>2.54</td>
<td>141590</td>
<td>0.15</td>
<td>14530</td>
<td>2.77</td>
</tr>
<tr>
<td>15</td>
<td>13955</td>
<td>14193</td>
<td>1.71</td>
<td>142620</td>
<td>2.18</td>
<td>14234</td>
<td>2.00</td>
</tr>
<tr>
<td>16</td>
<td>13910</td>
<td>13841</td>
<td>0.50</td>
<td>140240</td>
<td>0.82</td>
<td>13880</td>
<td>0.21</td>
</tr>
<tr>
<td>17</td>
<td>14237</td>
<td>13987</td>
<td>1.75</td>
<td>139330</td>
<td>2.14</td>
<td>14029</td>
<td>1.46</td>
</tr>
<tr>
<td>18</td>
<td>15278</td>
<td>14534</td>
<td>4.87</td>
<td>143870</td>
<td>5.83</td>
<td>14564</td>
<td>4.67</td>
</tr>
<tr>
<td>19</td>
<td>15796</td>
<td>16078</td>
<td>1.78</td>
<td>155620</td>
<td>1.47</td>
<td>16097</td>
<td>1.91</td>
</tr>
<tr>
<td>20</td>
<td>15536</td>
<td>15987</td>
<td>2.91</td>
<td>160620</td>
<td>3.29</td>
<td>15887</td>
<td>2.26</td>
</tr>
<tr>
<td>21</td>
<td>15256</td>
<td>15405</td>
<td>0.97</td>
<td>153460</td>
<td>0.60</td>
<td>15429</td>
<td>1.13</td>
</tr>
<tr>
<td>22</td>
<td>14832</td>
<td>14952</td>
<td>0.81</td>
<td>150250</td>
<td>1.30</td>
<td>15008</td>
<td>1.19</td>
</tr>
<tr>
<td>23</td>
<td>13936</td>
<td>14179</td>
<td>1.74</td>
<td>144690</td>
<td>3.81</td>
<td>14227</td>
<td>2.09</td>
</tr>
<tr>
<td>24</td>
<td>12682</td>
<td>12734</td>
<td>0.41</td>
<td>134700</td>
<td>6.21</td>
<td>12788</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Average forecast error (%):
ARMA: 1.67, ANN: 2.20, Proposed method: 1.62
Maximum forecast error (%):
ARMA: 5.50, ANN: 6.21, Proposed method: 4.67

of the order and parameters of ARMA model by using second order statistic was not adequate.

Table V shows the forecast result of October 17 obtained from ARMA, ANN, and the proposed model, where artificial neural network (ANN) approach consists of 20 hidden neurons, eight input neurons, and one output neuron. Judging from the magnitudes of averaged and maximum forecast error, the proposed method exhibited a better performance than other methods.

Case 3: One-Day Ahead Forecast in Different Load Type: In this case, three load patterns (including weekdays, Saturdays, and Sundays) are considered for one-day ahead forecast. The results were presented in four representative months within different seasons, by which the forecasted load of February (for
winter season), March (for spring season), July (for summer season), and November (or autumn season) are individually listed in Tables VI–IX. In these tables, numerical results confirmed that the proposed method achieved a highest accuracy among all forecasting periods. For the load forecast of Saturdays, because the load characteristics was non-Gaussian, the predicted error was seen larger such as November 6; however, the error value of using the proposed method was still the smallest one among different methods.

V. CONCLUSIONS

In this paper, an ARMA model identification approach for short-term load forecasting including non-Gaussian process considerations is proposed. This method utilized the bispectrum to justify the Gaussianity of the characteristics of load data, then the model identification and parameter estimation are accordingly employed to reach a better representative model. The approach was tested on a practical system through the utility data, and test results help solidify the effectiveness of the method. At present, the method is being extended to a utility project that includes environmental constraints in the software development.
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